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SUMMARY
Transcription factors (TFs) regulate gene expression by binding to specific consensus motifs within the local
chromatin context. The mechanisms by which TFs navigate the nuclear environment as they search for bind-
ing sites remain unclear. Here, we used single-molecule tracking and machine-learning-based classification
to directly measure the nuclear mobility of the glucocorticoid receptor (GR) in live cells. We revealed two
distinct and dynamic low-mobility populations. One accounts for specific binding to chromatin, while the
other represents a confinement state that requires an intrinsically disordered region (IDR), implicated in
liquid-liquid condensate subdomains. Further analysis showed that the dwell times of both subpopulations
follow a power-law distribution, consistent with a broad distribution of affinities on the GR cistrome and in-
teractome. Together, our data link IDRs with a confinement state that is functionally distinct from specific
chromatin binding and modulates the transcriptional output by increasing the local concentration of TFs at
specific sites.
INTRODUCTION

The specific binding of transcription factors (TFs) to regulatory

sites embedded within promoter-proximal elements and en-

hancers guides the assembly of the transcription apparatus

and ensures the expression of target genes (Lazar, 2017). Fluo-

rescent imaging of TFs and coactivators in living cells has re-

vealed that they are dynamic and only transiently interact with

chromatin targets (Hager et al., 2009).

Single-molecule tracking (SMT) has made it possible to

observe individual TF molecules in live cells (Brouwer and Len-

stra, 2019). A number of studies have used SMT to explore the

kinetics of mammalian TFs (reviewed in Liu and Tjian [2018])

and their interactions with nuclear structures and the nuclear ar-

chitecture as they search for specific binding sites on the

genome (Bénichou et al., 2011; Izeddin et al., 2014; Kent et al.,

2020; Normanno et al., 2015; Reingruber and Holcman, 2011).

More recent work has revealed that, in addition to diffusion, TF
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kinetics are indicative of complex interactions beyond specific

and nonspecific binding to DNA (Garcia et al., 2020; Hansen

et al., 2020; Hipp et al., 2019; Lerner et al., 2020; Reisser et al.,

2020; Stavreva et al., 2019).When traveling through the crowded

nucleus, TFs are likely to interact with other proteins and coregu-

lators, chromatin, and diverse RNA and species andmay also be

sequestered in various nuclear compartments. Indeed, previous

experiments in mammalian cells have pointed to a plethora of

possible interactions in the nucleus (Gr€unwald et al., 2006; Nor-

manno et al., 2015), but their role in transcription remains

unclear.

Nuclear receptors (NRs) are ligand-regulated TFs that recog-

nize and bind their cognate regulatory sites throughout the

genome upon activation. Interactions of all NRs are mediated

by well-structured DNA-binding domains (DBDs) and one or

more activation function domains (ADs), which bind to coactiva-

tors and corepressors via protein-protein interactions to regulate

gene expression (Dasgupta et al., 2014). The ADs of the NRs
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frequently contain intrinsically disordered regions (IDRs) of low-

complexity amino acid sequences that assumemultiple different

conformations (Kumar and Litwack, 2009). The glucocorticoid

receptor (GR) is a typical member of the NR family harboring

an IDR (Voss and Hager, 2014). While the structures of the

GR’s DBD and ligand binding domain (LBD) have been eluci-

dated by X-ray crystallography (Bledsoe et al., 2002; Luisi

et al., 1991), the structure of its N-terminal domain activation

function 1 (AF1) is not well understood, despite being a major re-

gion for control of GR’s transcriptional activity (Khan et al., 2012;

Simons and Kumar, 2013). The fact that ADs of NRs and other

TFs are so poorly characterized limits our understanding of their

interactions with the Mediator complex and coactivators (Allen

and Taatjes, 2015; Reiter et al., 2017).

It was recently demonstrated that the ADs of diverse TFs,

including the estrogen receptor, can form heterotypic conden-

sates with the IDR of the MED1 subunit of the Mediator complex

in vitro, and this process requires the TFs’ IDRs (Boija et al.,

2018). These IDR-IDR interactions can result in the formation

of phase-separated condensates (Alberti, 2017; Banani et al.,

2017; Hyman et al., 2014; Shin and Brangwynne, 2017). Such

condensates are membraneless micron-scale compartments

organized through liquid-liquid phase separation driven bymulti-

valent macromolecular interactions. These compartments are

prevalent in eukaryotic cells and are implicated in many biolog-

ical processes (summarized by Banani et al., 2017).

The recruitment of the transcription machinery at genomic

sites is also driven by liquid-liquid phase separation (LLPS)

(Boehning et al., 2018; Chong et al., 2018; Hnisz et al., 2017;

Lu et al., 2018; Sabari et al., 2018). Many TFs (e.g., FET family

TFs, OCT4, SP1, including GR), co-activators (e.g., Mediator

and BRD4), and RNAPII contain IDRs, which can drive their

phase separation, leading to formation of discrete nuclear foci

in mammalian cells sensitive to short-chain aliphatic alcohols,

which can dissolve these membraneless structures (Boehning

et al., 2018; Cho et al., 2018; Chong et al., 2018; Lu et al.,

2018; Sabari et al., 2018; Stortz et al., 2020). Despite sustained

interest in the role of IDRs in the formation of macromolecular

condensates, their influence on TF diffusion and the consequent

impact on transcription are unclear. Moreover, whether the ki-

netics of an IDR-containing and IDR-less TF are qualitatively

different remains to be explored.

Advances in imaging and statistical analysis of TF dynamics

are required to distinguish between the diverse diffusive proper-

ties of single molecules and link their kinetics to the underlying

function(s). Here, we used a machine-learning (ML)-based

method called perturbation expectation-maximization (pEM;

Koo et al., 2015) to classify individual trajectories of TFs tracked

using SMT. Our analysis uncovered two distinct states with

limited mobility. One of these low-mobility states accounts for

the expected specific GR binding to chromatin, while the other

represents a novel confined state, mediated by the IDR regions

of the receptor. The dwell times of both chromatin-bound and

confined states follow a power-law distribution. In the case of

the chromatin-bound population, the power law emerges as a

result of the heterogeneity of binding to response elements

with different motif strength. On the other hand, the power-law

in the confined state likely emerges as a consequence of the
broad distribution of effective binding affinities due to IDR-medi-

ated protein-protein interactions. We propose that the confined

state can amplify transcriptional output by increasing the local

concentration of TFs at specific sites, thus providing a functional

link between confinement and gene regulation.

RESULTS

The glucocorticoid receptor exhibits four distinct
populations within the nucleus
Imaging studies have revealed a high degree of heterogeneity in

nuclear architecture (Finn and Misteli, 2019; Lerner et al., 2020).

How the diversity of interactions between TFs and the nuclear

environment influences the dynamics of TFs within the nucleus

and its subsequent effect on transcription is unclear.

The glucocorticoid receptor (GR) is a ligand-regulated tran-

scription factor. In the absence of ligand, theGR remains inactive

and only after ligand binding does the receptor bind chromatin

and regulate gene expression (Presman and Hager, 2017),

providing a platform to test the behavior of a physiologically rele-

vant TF. We performed SMT experiments under highly inclined

and laminated optical sheet (HiLO) illumination (Tokunaga

et al., 2008) on HaloTag-fused wild-type GR (GRwt-Halo) (Paaki-

naho et al., 2017) conjugated with the photo-activatable PA-

JF549 fluorophore (Grimm et al., 2016) and activated with dexa-

methasone (Dex), a synthetic glucocorticoid agonist. We imaged

continuously using 12 ms exposure times for an optimal balance

between fast acquisition, a good signal-to-noise ratio, and mini-

mization of localization noise. The trajectories of localized parti-

cles from a representative cell are shown in Figure 1A.

For any particle trajectory, the mean squared displacement

(MSD) is a measure of the movement of the particle (in our

case a single TF molecule) over time and can be used to eluci-

date the type of motion that the particle undergoes (Levi and

Gratton, 2007).When theMSDof an ensemble of particles is pro-

portional to time [MSDðtÞhCjrðt+ tÞ � rðtÞj2 = 2nDt + cD; where n

is the dimensionality, D the diffusion coefficient and c a constant,

Einstein Relation], the particles are said to follow Brownian mo-

tion (i.e., simple diffusion). When the MSD is non-linear

ðMSDðtÞftbÞ and scales faster ðb > 1Þ or slower ðb < 1Þ with

time, the particles are said to undergo super-diffusion or sub-

diffusion, respectively. Super-diffusion may indicate directed

motion, while sub-diffusion implies restrictions to movement

such as binding or confinement (Ben-Avraham and Havlin,

2000; Metzler et al., 2014).

To classify the single-molecule trajectories based on their

diffusive properties, we applied a systems-level algorithm,

perturbation expectation-maximization (pEM, Koo and Mo-

chrie, 2016), which uses unsupervised ML together with

Bayesian inference criterion (BIC) (Schwarz, 1978). We first

segmented the tracks into 7-frame intervals to remove length

effect artifacts and decrease the probability of transitions be-

tween diffusive states (see Figures S1A–S1D and STAR

methods). This analysis revealed that activated GRwt exhibits

four different types of diffusive motion (Figures 1B and 1C).

Particle tracks that explore the most space are consistent

with diffusive behavior (Figure 1B, GR high mobility states).

Indeed, both states resemble 2D Brownian motion based on
Molecular Cell 81, 1484–1498, April 1, 2021 1485



Figure 1. pEM-based MSD analysis reveals four types of GR movement within the nucleus

(A) Representative temporal projection image of an SMT experiment via HiLO imaging (top) with superimposed particle trajectories sampled over 84 ms with

continuous acquisition (12 ms exposure, GRwt-Halo) (bottom).

(B) Representative examples of particle trajectories of the observed populations classified by pEM.

(C) MSD versus lag time for the four families of trajectories exhibited by GRwt-Halo conjugated with PA-JF549 and treated with 100 nM Dex (15–120 min prior to

imaging). The right panel shows a zoomed-in section of the same plot. The noise floor was calculated by imaging GRwt-Halo in fixed cells (GR-fixed, black dotted

line). MSDs are calculated from 7-frame tracks. The number of cells/tracks is 109/33,377. Error bars denote standard error measure (SEM).

See also Figure S1.
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the linear behavior of their MSD (Figure 1C), with diffusion co-

efficients of 0.73 ± 0.02 and 2.11 ± 0.05 mm2/s for the high

mobility states 1 and 2, respectively. Although these estimates

fall within the range previously reported by other methods (Mi-

kuni et al., 2007, 2017; Stasevich et al., 2010), it is surprising to

find two distinct diffusive populations. However, as tracking

TFs only in two dimensions (i.e., in a single focal plane) poses

a limitation for accurate classification of faster diffusion modes

since tracks may disappear from the focal plane faster than the

tracking rate, we will not investigate these populations further in

this work. The two rightmost panels in Figure 1B show trajec-

tories that explore significantly restricted regions of space.

MSD analyses revealed that these correspond to two distinct

low-mobility states that appear sub-diffusive (Figure 1C, red/

green lines), which we will explore further. Both states are

distinguishable from GR fixed data under identical acquisition

conditions (dashed black line), which represent the sensitivity

threshold of the technique. We obtained similar results when

tracks were segmented at 15 frames (Figure S1E).

Specific chromatin binding accounts for the first GR
low-mobility state
We next analyzed the properties of the two low-mobility states

and correlated the MSD analyses to the activity of GR. To

confirm the existence of both states over a wider temporal win-

dow, we repeated the SMT experiments on GRwt-Halo conju-

gated with the JF549 fluorophore with a longer acquisition interval

(200 ms) but similar exposure time (10 ms). As with the contin-
1486 Molecular Cell 81, 1484–1498, April 1, 2021
uous 12 ms acquisition conditions, pEM analysis of tracks

segmented at 7-frame intervals confirmed two low-mobility pop-

ulations but only one highermobility population (Figure S2A). The

inability to discern the two high mobility states observed with the

fast imaging is expected, as the sampling time of 200 ms is too

slow to resolve them. Accordingly, the observed higher mobility

state (blue curve in Figure S2A) represents only a small propor-

tion of the tracks (Figure S2B) and will not be further explored.

The two low-mobility populations show qualitatively different de-

grees of restricted mobility (Figure 2A), consistent with the quan-

tification by MSD plots (Figure 2B).

We reasoned that the apparent sub-diffusive (low mobility)

populationsmay arise from the binding of GR to its cognate bind-

ing sites on the DNA. To test this, we first took advantage of the

mouse C428G (C440G in rat) GR mutation, in which the first zinc

finger is disrupted by replacing one of the four key cysteine res-

idues. This mutation produces a drastic conformational change

in the receptor’s DBD (Figure 2C), and this mutant is unable to

bind DNA in vitro (Hollenberg and Evans, 1988). We confirmed

this result in vivo by performing global chromatin immunoprecip-

itation sequencing (ChIP-seq) in a GRKO cell line (Paakinaho

et al., 2019) stably expressing the GR-C428G mutant (see

STAR methods). While we were able to detect thousands of

binding sites in GRwt (+Dex), peak calling methods found no

ligand dependent peaks in GR-C428G-expressing cells

(Figure 2D).

MSD analysis of liganded GR-C428G revealed that the low-

mobility state 1 found in GRwtwas lost, suggesting that this state



Figure 2. Chromatin binding accounts for one of the GR low-mobility states
(A) Randomly selected particle trajectories of the two low-mobility states of GRwt-Halo conjugated with JF549 and treated with 100 nM Dex (15–120 min prior to

imaging) found by pEM analysis of 7-frame track segments, with a 200 ms acquisition interval, 10 ms exposure.

(B) MSD versus lag time of GRwt-Halo (solid lines, #cells/#tracks are 70/21,535) and GR-C428G (dashed lines, #cells/#tracks are 52/20,354). MSDs are

calculated from 7-frame track segments, with a 200 ms acquisition interval, 10 ms exposure.

(C) Schematic of GR structural domains and location of the C428G mutation (arrow).

(D) Heatmap representation of ChIP-seq from the indicated cell lines, +/� 100 nM Dex for 1 h. Binding intensity is noted below on a linear scale. Heatmaps are

sorted based on GRwt binding intensity and normalized for read depth and local tag density.

(E) MSD versus lag time as described in (B) with Dex-treated GRwt-Halo (solid lines, #cells/#tracks are 70/21,535) and 4 h Cort washout (dashed lines, #cells/

#tracks are 60/32593).

(F) Representative projection image of Halo-GRwt. GFP-NF1 serves as a marker for the tandem array. ROI, region of interest. Scale bar 5 mm.

(G) MSD versus lag time as described in (B) for the nucleoplasm (#cells/#tracks are 82/7689) or the array (#cells/#tracks are 82/1866), with a 252 ms acquisition

interval, 10 ms exposure.

(H) Proportions of two low-mobility states from (G) showing the relative fractions of tracks obtained from the nucleoplasm versus the array.

(I) WeightedMSD versus lag time for GRwt-Dex (solid lines, #cells/#tracks are 70/21,535), HaloTag-alone (blue dashed line, #cells/#tracks are 64/16,819), andGR

vehicle (black dashed line, #cells/#tracks are 47/6236). The noise floor was calculated as in Figure 1C. In all cases, error bars denote SEM.

See also Figure S2.
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corresponds to specific chromatin binding (Figure 2B). Consis-

tent with this observation, the mouse GR-A465T/I634A mono-

meric mutant (GRmon) (Presman et al., 2014), which has almost

no chromatin binding genome-wide (unpublished data), also

lacks this ‘‘bound’’ sub-diffusive population (Figure S2C). Due

to statistical limitations, if a small number of tracks (less than

5%) exhibit bound dynamics they will not be observed with the

implemented classification. To rule out any artifacts of track seg-

mentation, we analyzed tracks segmented at 30-frame intervals

and found similar results (Figures S2D and S2E).

To further confirm the identity of GR low-mobility state 1, we

analyzed the effect of inactivating GRwt by hormone withdrawal.

We first activated the receptor with its natural ligand, corticoste-

rone (Cort), and then inactivated it by culturing the cells with hor-

mone-free media for several hours before imaging. Under these

conditions, the receptor remains in the nucleus but is mostly

inactive (Stavreva et al., 2015, 2009). While GR activated with

Cort shows a similar MSD profile as the GR-Dex complex (Fig-

ures S2F and S2G), washing out the hormone from the GRwt re-

moves the ‘‘bound’’ population (Figure 2E; Figure S2H).

The cell line used in these experiments harbors a tandem

gene array that contains �200 copies of a GR-responsive pro-

moter structure (Stavreva et al., 2009), thus providing many

specific sites for GR to bind at a discrete region of the nucleus.

This array can be visualized using GFP-NF1 (Nuclear Factor 1)

in live cells, while GR dynamics are tracked at the single-mole-

cule level (Figure 2F). We defined a region of interest around the

array using the GFP-NF1 fluorescence. We then assigned Halo-

GRwt tracks that either originated in or visited this region as

‘‘array tracks.’’ Tracks were terminated when the particle left

the array. We applied our MSD analysis to the array tracks

and compared these with tracks of Halo-GRwt particles

throughout the rest of the nucleoplasm. We found that, while

tracks from both the nucleoplasm and the array exhibited

similar mobility states, the low-mobility state 1 (Figures 2G

and 2H) was significantly enriched at the latter region. This

observation supports our hypothesis that the low-mobility state

1 represents chromatin binding.

To further link GR low-mobility state 1 to specific chromatin

binding, we performed two additional controls. As unliganded

GR constantly shuttles between nucleus and cytoplasm (Vande-

vyver et al., 2012), the (small) nuclear population of unliganded

GR molecules serves as the vehicle control (GR-Veh). Analysis

of the posterior-weighted MSD (see STAR methods) shows

that, as expected from its lack of DNA binding ability (GR-Veh

in Figure 2I), unliganded GRwt lacks the GR ‘‘bound’’ state as

does a control HaloTag (Figure 2I). In any SMT experiment, there

will be a proportion of freely diffusive molecules that will appear

as sub-diffusive because of the broad distribution of single-

molecule mobility and the anisotropy of the nucleoplasm (Banaz

et al., 2019; Mazza et al., 2012). Accordingly, for both the Halo-

Tag-alone and the nuclear population of untreated GR, we de-

tected a sub-diffusive population, but with a larger effective

mobility compared to the low-mobility state 2 for activated GR

(Figure 2I, cf. red line versus blue and black). In fact, by calcu-

lating the instantaneous velocity distribution for this state across

the three different conditions (Figure S2I; STAR methods), we

find significant differences between GRwt-Dex and HaloTag
1488 Molecular Cell 81, 1484–1498, April 1, 2021
alone and between GRwt-Dex and GR-Veh but no differences

between HaloTag alone and GR-Veh.

Thus far, our data indicate that GR exhibits two distinct sub-

diffusive states. The most restricted state (termed the

chromatin-binding state henceforth) is associated with specific

binding of GR to chromatin. Accordingly, cellular conditions

that preclude specific binding of GR exhibit only the sub-diffu-

sive state with larger mobility.

IDRs account for the second GR low-mobility state
Recent studies have shown that protein-protein interactions

mediated by IDRs form high-density aggregates, likely phase

separated liquid-liquid droplets, in living cells (Cho et al., 2018;

Chong et al., 2018; Sabari et al., 2018; Shin and Brangwynne,

2017). In the nucleus, these aggregates (also referred to as nu-

clear foci) might form through interactions with chromatin and

have been linked to transcription (Boija et al., 2018; Lu et al.,

2020). GRwt, upon ligand binding, distributes nonhomogene-

ously throughout the nucleus, forming regions with a higher con-

centration of receptor molecules that are compatible with liquid

condensates (Stortz et al., 2020). Using live-cell confocal micro-

scopy, we also observed fusion events between these struc-

tures, suggestive of an LLPS process (Figures S3A and S3B).

We thus hypothesized that IDR interactions between GR mole-

cules and other interacting proteinswithin the nucleus can create

a local region of constrained motion or ‘‘confinement’’ where GR

kinetics will be different from the rest of the nucleus and may

explain our observations of the low-mobility state 2 for GR.

To test this hypothesis, we removed the entire N-terminal

domain (NTD) of GR, which is enriched in IDRs (Figure 3A).

This deletion mutant is referred to hereafter as GR407C, as it

only has the last 407 C-terminal amino acids (Meijsing et al.,

2007). MSD analyses on the SMT data collected from thismutant

revealed a complete loss of the second low-mobility state

(henceforth termed ‘‘confinement’’) while retaining low-mobility

state 1, associated with chromatin binding (Figure 3B; Figures

S3C and S3D). This observation suggests that ‘‘confinement’’

may be a result of protein-protein interactions associated

with IDRs.

ChIP-seq analyses of the GR407C mutant in the presence of

Dex shows a significant reduction in binding compared to

GRwt (Figure 3C; Table S1, 898 versus 4,410 peaks, respec-

tively). Representative genome browser track examples are

shown in Figure S3E. This loss of chromatin occupancy together

with the loss of the confined sub-diffusive state suggests that

IDR-mediated confinement may facilitate GR binding and

contribute to its activity. Interestingly, the GR407C mutant is

able to bind both closed and pre-accessible chromatin based

on ATAC-seq data from GRwt (Figure 3D), suggesting that the

mutant receptor can still recruit remodeling factors (Fan et al.,

2005; John et al., 2008), possibly through its LBD. Moreover,

de novomotif analysis shows that the IDR-less GR mutant binds

preferentially to more restrictive glucocorticoid response ele-

ments (GREs) motif sequences compared to the wild-type re-

ceptor (Figure 3E). In fact, the overall distribution of log-odds

motif scores for GR407C is narrower compared to GRwt (Fig-

ure 3F), suggesting that GR407C binds a more homogeneous

population of GREs in relation to its consensus sequence.



Figure 3. Interactions mediated by IDRs lead to confined diffusion of single TF molecules
(A and G) Plot of inherent protein disorder probability due to a lack of intrachain interactions as predicted by IUPred2A (blue) and ANCHOR (red) models for GR (A)

and PPARa (G). The y axis denotes probability (0–1), and the x axis denotes amino acid position. Regions that have a score exceeding 0.5 (dashed line) are

classified as disordered regions.

(B and H) MSD versus lag times of GRwt-Halo (solid lines, #cells/#tracks are 70/21,535), GR-407C (B, #cells/#tracks are 60/37,662), or PPARa (H, #cells/#tracks

are 60/12,237, respectively) treated with 100 nM Dex or 10 mM WY-14643 (15–120 min prior to imaging). The plot shows MSD of 7-frame tracks, 200-ms

acquisition interval, and 10 ms exposure. Error bars denote SEM.

(C) ChIP-seq heatmaps (top) and aggregate plots (bottom) of GFP-taggedGRwt andGR407C stably expressed in GRKO cells, +/� 100 nMDex for 1 h. Heatmaps

are sorted by GRwt binding intensity and clustered by GRwt-specific peaks and GRwt/GR407C-shared peaks, noted on the left. Heatmap binding intensity is

noted to the right on a linear scale.

(D) ATAC-seq heatmap (left) and the same +Dex ChIP-seq data as shown in (C) (right) re-sorted within each cluster by No-Dex ATAC signal intensity. ATAC signal

intensity is noted at the left of the heatmap on a linear scale.

(E) Motif analyses of each GR binding cluster at shared sites (blue) as compared to GRwt-specific sites (green). The position weight matrix (PWM) of the motifs is

shown below.

(F) Distribution of log-odds of a GREmotif at shared sites (blue) and GRwt-specific sites (green). CDF, cumulative distribution function. The x axis represents bins

of log-odds. Comparisons using the two sample Kolmogorov-Smirnov test (p < 0.01) are shown.

See also Figure S3 and Table S1.
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Figure 4. Histones exhibit both confined and chromatin-bound populations
(A and B) MSD versus lag time of GRwt-Halo treated with 100 nM Dex (15–120 min prior to imaging) (solid lines, #cells/#tracks are 70/21,535) and untreated

HaloTag-H2B (dashed lines, #cells/#tracks are 70/27,218, respectively). Plots were obtained from 7-frame (A) or 30-frame (B) track segmentation, 200 ms

acquisition interval, and 10 ms exposure. Error bars denote SEM.

(C) Pie charts showing percentage of the different diffusive states for GRwt (Dex), GRwt (Cort), and H2B. For 12 ms acquisition, #cells/#tracks are 100/20,000 for

H2B, 109/33,377 for GRwt-Dex, and 101/22,182 for GRwt-Cort. For 200 ms acquisition, #cells/#tracks are 70/27,218 for H2B, 70/21,535 for GRwt-Dex, and 65/

35,103 for GRwt-Cort.

See also Figure S4.
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To further test the proposed relationship between IDRs and

the ‘‘confinement’’ population, we analyzed peroxisome prolif-

erator-activated receptor alpha (PPARa), another member of

the nuclear receptor superfamily (Zhao et al., 2019). This pro-

tein naturally has a short IDR region (Figure 3G) and does not

form foci (Figure S3F). Consistent with our IDR-mediated

confinement hypothesis, diffusive state analysis on the SMT

data collected with HaloTag-PPARa stimulated with the

agonist WY-14643 only shows the chromatin-bound population

and an absence of the confinement population (Figure 3H;

Figure S3G).

Taken together, our data suggest that IDRs, which have been

implicated in the formation of condensates that further compart-

mentalize the nucleoplasm (Shin and Brangwynne, 2017), also

lead to sub-diffusive behavior of GR in the nucleus (confine-

ment), which is not directly related to specific chromatin binding.
Table 1. Fitting parameters for model selection

Protein Evidence Delta-BIC1 Delta-BIC2

PPARa �22.73 �5.23 �54

GR407C-Dex �23.39 �4376 �1.37

GR407C-Cort �46.35 �20.12 �46.35

GRwt-Dex 2,118 985 204

GRwt-Cort 3,003 1,677 834

GRwt-Cortwash 800 417 106

GR-C428G-Dex 127 65 53

GRmon-Dex 1,596 744 174

GRwt-Dex confinement N/A N/A 107

GRwt-Dex chromatin binding N/A N/A 215

Values of the evidence and Delta-BIC1 and Delta-BIC2 for fitting compar-

ison between the power-law and double-exponential models for all the

different experimental conditions are shown. N/A, not applicable. Nega-

tive value indicates that the double exponential model is a better model

for the data in comparison to the power-law model, while a positive value

indicates the contrary.
Histone H2B also exhibits both confinement and
chromatin-bound populations
It has been proposed that chromatin itself exhibits LLPS (Gibson

et al., 2019; Sanulli et al., 2019). In fact, core histones are disor-

dered proteins and histone tails that are exposed in nucleo-

somes are classified as IDRs (Peng et al., 2012), suggesting

that histones may also exhibit similar diffusive dynamics. Hence,

we examined the dynamics of H2B using SMT. The MSD anal-

ysis of H2B (Figure 4A) shows two low-mobility states that are

almost indistinguishable from the GR confinement and chro-

matin-bound states.

The lowest sub-diffusive state of H2B is remarkably similar to

the state of the GR subpopulation arising from chromatin binding

(Figure 4A). This is to be expected, as the dynamics of H2B incor-

porated into nucleosomes (i.e., chromatin) should mirror the

dynamics of proteins directly bound to them. Furthermore, the

second low-mobility state of H2B (Figure 4A, red line) is compat-

ible with the sub-population of GR that showed IDR-mediated

confinement. We obtained similar results with tracks segmented

at 30-frame intervals (Figure 4B).
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Using the population fraction estimates of the different diffu-

sive states, we can calculate the relative proportions of tracks

corresponding to confinement, chromatin binding, and diffusion

(Figure S4; STAR methods). Fast acquisition SMT data (12 ms)

can be used to estimate the relative proportions between the

high mobility (diffusive and likely unbound) and the low-mobility

or ‘‘all bound’’ trajectories (Koo andMochrie, 2016).We note that

these estimates will be influenced by the diffusion coefficient of

the particle and the fraction of faster diffusing proteins will likely

be underestimated, especially due to tracking only in two dimen-

sions (z-plane �300 nm). Furthermore, most diffusive particles

will remain in the focal plane for less than 7 frames, and therefore

the diffusion population is significantly underestimated. Despite

these intrinsic limitations, for H2B, the immobile state dominates

the dynamics as expected, in stark contrast with GRwt, which

exhibits a larger diffusive population (Figure 4C). Longer-acquisi-

tion-interval SMT data (200 ms) provide the most reliable way to
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calculate the relative proportions between chromatin binding

and confinement (Figures S4B and S4C). We therefore used

the 200 ms data to estimate the relative proportions of confined

and chromatin-bound population for all the bound fractions iden-

tified with the fast acquisition data (Figure S4D). Using the pro-

portions between bound/unbound and confinement/chromatin

binding, we calculated the proportion estimates for the three

different states—diffusive, confined, and chromatin bound (Fig-

ures S4C and S4D). As expected, H2B and GRwt-Dex have

different fractions of chromatin-bound populations (Figure 4C,

69% and 16%, respectively) but surprisingly similar confined

proportions (23% and 17%, respectively). GRwt-Cort shows a

reduction in the chromatin-bound population compared to

GRwt-Dex (Figure 4C, 10% versus 16%, respectively), consis-

tent with previous results (Stavreva et al., 2019).

Overall, our data support the idea that histones can exhibit

constrained motion due to confinement in addition to their incor-

poration into chromatin itself.

Dissecting the origins of the power-law distribution in
SMT dynamics
In addition to providing information on diffusive properties, SMT

experiments allow us to calculate dwell-time distributions, which

represent the time that a protein stays ‘‘bound’’ (Paakinaho et al.,

2017; Presman et al., 2017). Most TFs have been described to

exhibit a bi-exponential survival distribution, with the longer

time constants representing specific binding (reviewed in Gold-

stein and Hager, 2018). However, alternative multi-exponential

models (Hipp et al., 2019; Reisser et al., 2020) or power law

may better describe survival distributions (Garcia et al., 2020;

Normanno et al., 2015; Stavreva et al., 2019).

To determine how the different types of trajectories from TFs

contribute to the dwell-time distribution, we performed long-

exposure SMT experiments. We imaged HaloTag-GRwt, -GR-

C428G, -GR407C, and -PPARa with 500 ms exposure/acquisi-

tion time (see STAR methods for details), using HaloTag-H2B

as a reference for photobleaching correction and BIC for model

fitting (Garcia et al., 2020) (see STAR methods). Upon either Dex

(Figure 5A) or Cort (Figure S5A) stimulation, the dwell-time distri-

bution of GRwt is better explained by power-law behavior

compared to bi-exponential or multi-exponential models (see

Table 1 for statistics). Interestingly, the survival distributions of

GR-C428G (Figure 5B), GRmon (Figure 5C), or GRwt after

washing out the hormone (Figure S5B) also show a power law,

indicating that specific chromatin binding is not fully responsible

for this type of distribution.

Strikingly, the absence of IDRs, either from PPARa (Fig-

ure 5D) or the IDR deletion mutant GR407C (Figure 5E; Fig-

ure S5C), results in a change in survival distributions to a bi-

exponential behavior. The average residence times for the

slowest component (Figure S5D) are similar to those previ-

ously reported by 3D orbital tracking (Stavreva et al., 2019).

Hence, it appears that IDRs might be responsible for the po-

wer-law distribution. To test this hypothesis, we took advan-

tage of our MSD analysis to split tracks into chromatin-bound

and confined tracks (Figure 5F, see STAR methods), allowing

us to independently analyze the dwell-time distribution of

each low-mobility state.
If confinement were solely responsible for power-law

behavior, then the chromatin-bound population should exhibit

exponentially distributed dwell times consistent with chromatin

binding (Garcia et al., 2020). However, contrary to our original

hypothesis, both confinement and chromatin binding remain po-

wer-law distributed (Figure 5G), with the confined population ex-

hibiting overall longer dwell times than chromatin binding for

GRwt. We also found that the confined population of GRmon

and GRwt have different survival distributions (Figure 5H), with

GRwt exhibiting longer dwell times, likely reflecting the different

interacting partners inside the confined region.

Overall, it appears that some properties of GRwt-chromatin in-

teractions must account for the power-law behavior in contrast

to the bi-exponential distribution seen for PPARa and GR407C.

One plausible explanation could rely on the differences in hetero-

geneity of binding affinities between GRwt and PPARa/GR407C.

The GR407C mutant binds to a narrower array of GRE motif se-

quences as illustrated by the distribution of log-odds motif

scores as compared to GRwt (Figure 3F), suggesting that

GR407C binds to less heterogeneous GREs. In the case of

PPARa, it has been reported that it binds to relatively fewer sites

compared to GRwt (Ratman et al., 2016), which might be indic-

ative of less heterogeneity in binding. Taken together, our data

suggest that, when the heterogeneity in binding affinity is low,

chromatin binding will follow a bi-exponential distribution.

Finally, we wondered whether we could correlate our findings

with transcriptional activity. The GRA465T mutant (GRdim) (Pres-

man et al., 2016) is an extremely poor transcriptional activator,

even though it binds to �85% of GRwt’s cistrome (Lim et al.,

2015). Like GRwt, the GRdim SMT data show both confined

and chromatin-bound populations (Figures S5E and S5F). By

analyzing the dwell-time distributions, we discovered that, while

confinement dynamics are almost identical for GRwt and GRdim,

there is a difference in their chromatin-bound populations (Fig-

ure 5I). Specifically, our observations show that GRwt has longer

binding events than GRdim, which could explain why the mutant

receptor is not a good transcriptional activator.
DISCUSSION

Studying TF dynamics at the single-molecule level inside living

cells is a sensitive approach that can unravel complex diffusion

and binding kinetics of TFs as they locate and bind to their

genomic targets. By analyzing single-molecule trajectories of

TF using a ML-based method and classifying their residence

times based on their kinetic profiles, we show that TF ‘‘binding’’

is composed of at least two distinct subpopulations, one reflect-

ing chromatin binding, and a newly identified subpopulation that

arises from IDR-IDR interactions and appears transiently

confined.

In support of the notion that the most restricted sub-diffusive

population arises from chromatin binding of TFs, we showed

(1) loss of this population in GRmutants that do not bind to chro-

matin (Figures 2B and S2C), (2) its disappearance upon inactiva-

tion of the wild-type receptor by hormone withdrawal (Figure 2E),

(3) an increase of this population at the tandem array that is ex-

pected to show enhanced binding (Figure 2H), and (4) the
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Figure 5. IDR-mediated interactions affect the distribution of dwell times

(A–E) Survival distribution fit to a power law for GRwt (Dex) (A, #cells/#tracks are 70/21,535), GR-C428G (B, #cells/#tracks are 52/20,354), and GRmon (Dex) (C,

#cells/#tracks are 87/19,822). Survival distribution for PPARa (D, #cells/#tracks are 60/12,237) and GR-407C (E, #cells/#tracks are 60/37,662) fit to a bi-

exponential. Fits are shown in red, 95%CI of the empirical survival distributions calculated using Greenwood’s formula are indicated with dashed lines, and data

points are shown as solid circles.

(F) Schematic pipeline for splitting chromatin-bound and confined tracks. Tracks are classified based on the posterior probability to belong to a particular state,

which is then used to calculate the weighted dwell-time distribution for each binding state.

(G) GRwt (Dex) survival distribution for trajectories belonging to confinement (red) and chromatin binding (green) states fit to power laws (solid lines, #cells/#tracks

are 70/21,535).

(H) Survival distributions of the confined population for GRwt (Dex) (red) and GRmon (Dex) (blue) fit to power laws (solid lines, #cells/#tracks are 87/19,822).

(I) Survival distributions of the confined (red) and chromatin-bound (green) population of GRwt (Dex) and confined (blue) and chromatin-bound population (bright

green) of GRdim (Dex, #cells/#tracks are 80/30,794). Solid lines show power-law fits. In all cases, error bars denote SEM.

See also Figure S5.
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identical constrained behavior of single H2B molecules likely

incorporated into nucleosomes (Figures 4A and 4B).

TheML-based analysis identified a second novel population of

trajectories that exhibits constrained but higher mobility when

compared to chromatin binding (Figures 1 and 2). Surprisingly,

we observe that this apparent confinement is sustained for
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longer time intervals than previous observations of transient

confinement (Hansen et al., 2020). We showed that this confine-

ment behavior is mediated by interactions between intrinsically

disordered regions on the TFs. In support of this, confinement

is lost when the IDR is removed as in the GR407C mutant (Fig-

ure 3B). Additionally, TFs such as PPARa that naturally present



Figure 6. Proposed model for the modulation of gene expression by confinement and the emergence of power-law dwell-time distributions

(A) Transcription factors (TF, red spots) navigate the nucleoplasm until they find their targets. They can be freely diffusing in the nucleoplasm (isolated red spots),

confined in high-density IDR-dependent hubs (shaded areas), or interacting with chromatin either specifically or non-specifically. koff, dissociation rate from

chromatin; k, dissociation rate from the confined region.

(B) Confined regions concentrate TFs, reducing the search time (i.e., greater kon, thicker arrow). Hence, transcriptional activity is potentiated compared to a gene

whose enhancer element is not located in a confined region.

(C) Broadly distributed binding affinities of a TF (dashed line) are composed of binding distributions arising from different chromatin environments and/or motifs

(solid lines, top graph). Similarly, a confined transcription factor can exhibit a broad distribution of effective binding affinities related to the time that it takes to

escape the confinement region, which depends on the size and physical properties of the hub (solid lines, bottom graph).

(D) For a heavy-tailed distribution of binding affinities and confinement, the dwell-time distribution is expected to follow a power law. In the case of GR, the

confinement dwell times are longer than for chromatin binding (as depicted). However, other TFs might present the opposite behavior if they have larger binding

affinities.
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smaller IDR regions, but otherwise have a full complement of

motif preferences, do not show this confined state (Figure 3H).

Furthermore, TFs that are not capable of binding their specific

recognition sequences (GR-C428G and GRmon) still display a

confined state. Finally, tracks within the MMTV array have a

significantly higher fraction of the lowest mobility (bound) state.

Taken together, these observations suggest that IDR-IDR inter-

actions between GR molecules and GR with other nuclear pro-

teins can create local regions where the receptor exhibits altered

diffusivity resulting in the detection of a less constrained sub-

diffusive state. Our data suggest that IDR-mediated conden-

sates (i.e., nuclear foci [Stortz et al., 2020]) are a good ‘‘micro-

scopic’’ representation of this subpopulation. Whether IDR-IDR

interactions are the only mechanism behind foci formation and/

or confinement dynamics, or whether the foci are a functional ho-

mogeneous entity, remains to be proven.

SMT also enables the measurement of TF dwell times, which

are indicative of their binding kinetics. We have recently reported

that the dwell-time distributions of GRwt and many other TFs

exhibit power-law behavior rather than bi-exponential, suggest-

ing that non-specific and specific binding cannot be simply clas-

sified according to their residence times (Garcia et al., 2020). In

fact, deviations from the bi-exponential model have been re-

ported elsewhere (Hipp et al., 2019; Normanno et al., 2015; Re-

isser et al., 2020). Our ML-based techniques allowed us to clas-

sify the trajectories of bound proteins into chromatin-bound or

confined sates and independently calculate their dwell-time dis-
tributions. We discovered that the dwell times of both these pop-

ulations exhibit power-law behavior (Figure 5G). Theoretical con-

siderations suggest that such distributions can emerge due to a

broad distribution of effective binding affinities (Garcia et al.,

2020), or from polymer models of chromatin with rapid rebinding

of proteins (Amitai, 2018). Moreover, both models predict trap-

ping of transcription factors in regions of the nucleus, consistent

with the confinement population found in this study.

In the case of confinement, the broad distribution of effective

binding affinities can originate from the heterogeneity in IDR-

mediated protein-protein interactions. Equally plausible, TFs

with IDRs could adopt a broad distribution of conformations

due to the diversity of protein folding (Simons et al., 2014), hence

accounting for a broad distribution of binding affinities (Brodsky

et al., 2020). Alternatively, but not mutually exclusive, the heavy

tailed size distribution of foci (Berry et al., 2015; Onuki, 2007;

Ratke and Voorhees, 2011; Shakya et al., 2020) would produce

effective binding energies consistent with power-law-distributed

dwell times (Garcia et al., 2020).

In the case of chromatin binding, the power-law behavior likely

emerges as a consequence of the broad affinity distribution (the

koff) of the TF’s cistrome due to the heterogeneity of binding to

response elements (Figure 6). This could explain why heterolo-

gous expression of the tetracycline receptor (TetR) in mamma-

lian cells, where it does not bind specifically anywhere, follows

power law throughout the genome but on an artificial array of sin-

gle-response elements follows a single exponential (Normanno
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et al., 2015). In support of this model, GR407C, which does not

have a population of confined trajectories and binds less variable

response elements (Figure 3F), behaves bi-exponentially

(Figure 5E).

The dwell-time distributions of the confined populations of GR

mutants can be either similar to (GRdim, Figure 5I) or different

from (GRmon, Figure 5H) GRwt. More importantly, the survival

distribution of the chromatin-bound population is significantly

different between GRwt and GRdim (Figure 5I), which might

explain the difference in their transcriptional activities (Jewell

et al., 2012; Lim et al., 2015; Presman et al., 2014; Rogatsky

et al., 2003). The approach used here thus provides a powerful

means to correlate binding affinities of proteins to specific inter-

actions within the cell nucleus.

We also found that H2B exhibits both confinement and chro-

matin-bound populations. Since free non-nucleosomal histones

may electrostatically interact with different IDR-mediated liquid-

liquid phase separated aggregates (Peng et al., 2012), a free his-

tone that has not yet been incorporated into nucleosomes can

have two different types of kinetics, normal diffusion, or confine-

ment as described above. The kinetics under confinement will

be determined by the diffusive properties of the histone in these

high-density/high-viscosity regions, which in general will display

larger MSD values than the incorporated histones due to the

elastic properties of chromatin (Everaers and Schiessel, 2015;

Koslover et al., 2010). The kinetics of a histone incorporated into

the nucleosome will be dominated by the physical properties of

chromatin (e.g., elasticity and thermodynamic properties) and

thus set the scale for themobility of the chromatin-bound fraction.

Our observations suggest that the subpopulation of TFs

directly bound to chromatin could serve as ‘‘nucleators’’ for

IDR-mediated condensates, consistent with a recent report

(Stortz et al., 2020). While these nucleator molecules will exhibit

a typical chromatin-bound behavior, their IDR-interacting part-

ners will exhibit confined behavior (Figure 6). Considering the

growing evidence for the role of phase separated condensates

in transcription (Boehning et al., 2018; Chong et al., 2018; Hnisz

et al., 2017; Lu et al., 2018; Sabari et al., 2018), the confined pop-

ulation herein described might be critical for efficient transcrip-

tion initiation. A higher concentration of TF molecules found in

these condensates should increase the on-rates (kon) for TF

binding to chromatin (Figure 6B), therefore improving the chan-

ces of successful activation of RNA polymerase II resulting in

more frequent RNA bursting (Brouwer and Lenstra, 2019; Dono-

van et al., 2019; Stavreva et al., 2019). A prediction of this hy-

pothesis is that, if one could measure TF binding at a single

site within a confined region, then only the kon and not the off-

rate (koff) (i.e., residence time) of the TF should change with

respect to that in a non-confined region. In other words, confine-

ment can only modulate the kon of TFs, not their residence times,

which may ultimately be a combination of the nature of the TF,

the choice of ligand, the strength of the TF motif, and the chro-

matin landscape in which a response element is located (Coons

et al., 2019; Johnson et al., 2018; Syed et al., 2020).

Taken together, our data suggest that IDR-mediated confine-

ment is a natural mechanism that many TFs can use to regulate

gene expression more efficiently (Figure 6). This is achieved by

providing a higher local concentration of TFs at specific genomic
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sites (i.e., increasing kon) while also effectively decreasing the

exploration area within the complex nuclear environment.

Although not essential for all TFs, dysregulated phase separation

has been implicated in a number of disease conditions (Basu

et al., 2020; Darling and Uversky, 2017; Innis et al., 2004; Mura-

gaki et al., 1996; Nakamura et al., 2001). Our results suggest that

the modulation of TF mobility by IDR-mediated interactions and

the formation of condensates likely contribute to the regulation of

transcriptional efficiency.

Limitations of study
Even though we found four distinct populations of GR within the

nucleus, our implementation of HiLO only allows us to recover

the dynamics of the population of particles with lower mobility.

This is because rapidly diffusing, i.e., free TF molecules can

quickly move away from the focal plane precluding accurate

tracking and recovery of MSD information. While these popula-

tions might have some useful information regarding the proper-

ties of the nuclear environment, our implementation of HiLO

does not allow us to report those. 3D tracking of TFs at very

high frame rates is needed to better understand the behavior

of the two freely diffusing populations found in this study.

A second limitation is that we do not consider possible transi-

tions between the diffusive states within a single trajectory. This

may lead to some tracks not being classified into one of the diffu-

sive states described here (Figure S2B and S3D). Thus, it is

possible that several biologically meaningful states with low

probability of occurrence remain hidden to the classification

scheme implemented in this work. A more robust classification

algorithm using Bayesian non-parametrics might reveal these

potential transitions and hidden states.

We have speculated that the confinement population described

in this work is mediated by protein-protein interactions that could

exhibit LLPS compartmentalization (Boehning et al., 2018; Chong

et al., 2018; Hnisz et al., 2017; Lu et al., 2018; Sabari et al., 2018).

However, a rigorous link between them has not been yet estab-

lished and needs further investigation.

Finally, fluorophore stability is a limiting factor in all SMT ex-

periments. To better quantify the dwell-time distribution of TFs

in different diffusive states, experiments must be performed at

low exposure/high laser power for optimal localization precision.

However, these conditions limit the fluorescent lifetime of fluoro-

phores to the order of seconds, which is not enough to reliably

quantify long binding times in the tails of power-law-distributed

dwell times.
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STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Rabbit polyclonal anti-GFP Abcam ab290; RRID: AB_303395

Chemicals, peptides, and recombinant proteins

Corticosterone Sigma-Aldrich Cat# 27840; CAS: 50-22-6

Dexamethasone Sigma-Aldrich D1756; CAS: 50-02-2

16% Paraformaldehyde (formaldehyde)

aqueous solution

Electron Microscopy Sciences 15710; CAS: 30525-89-4

8% Aqueous Solution Glutaraldehyde Electron Microscopy Sciences Cat# 16000

Tetracycline Sigma-Aldrich T7660; CAS: 60-54-8

JF549 HaloTag ligand Grimm et al., 2015 N/A

PA-JF549 HaloTag ligand Grimm et al., 2016 N/A

Critical commercial assays

TruSeq Chip Sample Prep Kit Illumina IP-202-1012

Nextera DNA Library Prep Kit Illumina FC-121-1030

Magna ChIP Protein A+G Magnetic Beads Millipore-Sigma 16-663

Deposited data

Raw sequencing data generated This paper GEO: GSE154771

Sample of raw datasets of SMT imaging This paper https://doi.org/10.17632/k6g3xtr5k5.1

GR ChIP-seq and Atac-seq from

3617GRKO-GPFGR cells

Paakinaho et al., 2019 GEO: GSE108634

Experimental models: cell lines

3617 cells Paakinaho et al., 2017 N/A

GRKO cells with stably integrated

HaloTag-GR

Paakinaho et al., 2017 N/A

GRKO cells with stably integrated

GFP-GRwt

Paakinaho et al., 2019 N/A

GRKO cells with stably integrated GFP-

GR407C

This paper N/A

GRKO cells with stably integrated GFP-

GR428G

This paper N/A

Recombinant DNA

gRNA-pX330 SpCas9 (Cong et al., 2013) Addgene #42230

Donor-Rosa_Puro_CMV_01292016 Paakinaho et al., 2019 N/A

pHaloTag-GR Morisaki et al., 2014 N/A

pHaloTag-H2B Mazza et al., 2012 N/A

pHalo-PPARa Promega FHC03156

pHaloTag-GRdim This paper N/A

pHaloTag-GRmon This paper N/A

pHaloTag-GR407C This paper N/A

pHaloTag-GR440C Paakinaho et al., 2017 N/A

pGFP-GRwt Paakinaho et al., 2019 N/A

pGFP-GR407C This paper N/A

pGFP-GRC428G This paper N/A

pGPF-NF1 Presman et al., 2017 N/A

(Continued on next page)
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

Software and Algorithms

Trimmomatic 0.36 Bolger et al., 2014 http://www.usadellab.org/cms/?

page=trimmomatic; RRID: SCR_011848

SAMTools Li et al., 2009 https://github.com/samtools/samtools

BEDTools Quinlan and Hall, 2010 https://github.com/arq5x/bedtools2; RRID:

SCR_006646

Bowtie2 Langmead and Salzberg, 2012 http://bowtie-bio.sourceforge.net/bowtie2/

index.shtml; RRID:SCR_005476

HOMER 4.9 Heinz et al., 2010 http://homer.ucsd.edu/homer/; RRID:

SCR_010881

MATLAB The MathWorks, Inc https://www.mathworks.com/products/

matlab.html

TrackRecord Mazza et al., 2013 and Garcia et al., 2020 https://github.com/davidalejogarcia/

PL_HagerLab

Custom MATLAB code Garcia et al., 2020 https://github.com/davidalejogarcia/

PL_HagerLab
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to andwill be fulfilled by the Lead Contact, Gordon L.

Hager (hagerg@dce41.nci.nih.gov).

Materials availability
All cell lines and plasmids generated in this study are available upon request.

Data and code availability
The GRC428G and GR407C ChIP-seq datasets are submitted to the NCBI Gene Expression Omnibus (GEO: GSE154771). The pre-

viously published GFP-GRwt ChIP and ATAC datasets are archived under GEO: GSE108634.

Tracking was performed in MATLAB (version 2016a) with custom scripts (Garcia et al., 2020). The code for pEM analysis is freely

available at GitHub: https://github.com/p-koo/pEMv2. A sample of raw datasets of SMT imaging data have been deposited in Men-

deley Data: https://doi.org/10.17632/k6g3xtr5k5.1. Other relevant data andmaterials that are not explicitly included in this article will

be made available by the lead contact upon reasonable request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Plasmids and cell lines
The pHaloTag-GR expresses rat GR with HaloTag (Promega, Madison, WI, USA) fused in the C-terminal domain under the CMVd1

promoter (Morisaki et al., 2014). The pHalo-GRA477T (GRdim), pHalo-GRA477T/I646A, and pHalo-GRC440G (C428G in mouse)

were generated by using a QuikChange II XL Site DirectedMutagenesis Kit according to themanufacturer’s instructions (Stratagene,

La Jolla, CA, USA), as previously described (Paakinaho et al., 2017). The pHaloTag-H2B expresses histone H2B fused with the Hal-

oTag through its N-terminal end (Mazza et al., 2012). The pHalo-PPARa was purchased from Promega (Cat# pfn21ab9549) and ex-

presses the human PPARa fused with the HaloTag through its N-terminal end. The pHalo-GR407C was generated by 1) PCR ampli-

fication of rGR’s coding amino acids 407-794 from the pHaloTag-GR template using the Herculase II fusion DNA polymerase system

(Agilent Technologies, Santa Clara, CA, USA), introducing XhoI and PvuI restriction sites; and 2) swapping the PCR product into the

pHaloTag-GR using the same restriction enzymes. The pGFP-NF1 expresses Nuclear factor-1 fused to GFP (Presman et al., 2017).

The mouse GFP-GR407C plasmid was generated by circular PCR with high-fidelity polymerase from the GFP-GRwt plasmid (Paa-

kinaho et al., 2019) using primers to exclude the N terminus and sequence verified prior to use in making the cell line. The GFP-

GRC428G plasmid was generated with the same PCR/verification methods as above using primers to incorporate a point mutation

at residue 428 of mouse GR.

The 3617 mouse mammary adenocarcinoma cell line and its derivatives were routinely cultured in high glucose DMEM supple-

mented with 10% fetal bovine serum and 2 mM L-glutamine at 37�C in a CO2-controlled humidified incubator. The GRKO cell lines

with stably integrated forms of GFP-GR has been described previously (Paakinaho et al., 2019). Briefly, they were generated by inte-

grating the designated form of GR into the GT(Rosa)26Sor locus. GFP-GR integrated cells were selected with puromycin and FACS
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sorted for similar levels of GFP expression and size uniformity. A GR knockout subclone expressing Halo-GR was also used in this

study and described elsewhere (Paakinaho et al., 2017).

For transfections, 5 million cells were electroporated using BTX T820 Electro Square Porator (Harvard Apparatus, Holliston, MA,

USA) in 100 mL of DPBS with 2.5 mg of plasmid. 25 ms pulses of 120 V were used and cells were resuspended in fresh media. Single-

molecule imaging experiments were set up as follows: 100,000 electroporated cells were seeded onto each well of a 2-well Lab-Tek

chamber (1.5 German borosilicate coverglass, Thermo Fisher, Waltham, MA, USA) in high glucose DMEM supplemented with 10%

FBS (Life Technologies), 2mM L- glutamine, 5 mg/ml tetracycline, and cultured overnight. The media was then replaced with high

glucose DMEM supplemented with 10% charcoal stripped FBS (Life Technologies), 2mM L- glutamine, 5 mg/ml tetracycline, and

incubated at 37�C O.N. before labeling.

Fluorescent labeling of Halo-tagged molecules and hormone treatments
Transfected cells were incubated with 5 nM JF549-HaloTag (Grimm et al., 2015) or 50 nM photo-activatable PA-JF549-HaloTag

(Grimm et al., 2016) ligand for 20 min at 37�C. PA-JF549 was used for the fast acquisition SMT experiments (12ms) by stroboscopic

activation of the fluorophore by a 473nm laser. Free ligand was depleted by washing three times with phenol red free DMEM media

(supplemented with 10% charcoal stripped FBS and 5 mg/ml tetracycline) in 15 min intervals at 37�C. Next, cells were treated with

600 nM Corticosterone (Cort) (Sigma-Aldrich) or 100 nM Dexamethasone (Dex) (Sigma-Aldrich), and incubated for 20 min at 37�C
before imaging. For ‘‘noise’’ control in Figure 1C and Figure 2F, after activating GR for 30 min with 100 nM dexamethasone, the cells

were fixed with 4% (wt/vol) paraformaldehyde (Electron Microscopy Sciences) and 0.2% (wt/vol) glutaraldehyde (Electron Micro-

scopy Sciences) for 35 min at room temperature. After fixation, cells were incubated with ProLong Gold Antifade Mountant for 24

hours. Cells treated with 10 mM WY-14643 (PPARa activation) were incubated for 1 hour at 37�C before imaging. For wash-out ex-

periments, cells were washed with media three times for 4 different intervals (every 15 minutes for 1 hour or every hour for 4 hours)

after 20 minutes of hormone treatment and finally imaged.

METHOD DETAILS

Image acquisition for single-molecule tracking
A custom HiLO microscope was used as previously described in detail elsewhere (Presman et al., 2017), with an objective heater to

reduce drift. Briefly, the custom-built microscope from the CCR, LRBGE Optical Microscopy Core facility is controlled by mManager

software (Open Imaging, Inc., San Francisco, CA.), equipped with an Okolab state top incubator for CO2 (5%) and temperature con-

trol (37�C), a 150X 1.45 numerical aperture objective (Olympus Scientific Solutions,Waltham,MA), a 561nmand 473nm lasers (iFLEX-

Mustang, Excelitas Technologies Corp., Waltham, MA), and an acousto-optic tunable filter (AOTFnC- 400.650, AA Optoelectronic,

Orsay, France). Images were collected on an EM-CCD camera (Evolve 512, Photometrics). The imaging conditions were as follow:

12ms exposure and 12ms acquisition time for fast acquisition SMT data with a laser power of 0.96 mW, 10ms exposure and 200ms

acquisition time with a laser power of 0.96 mW for confinement and chromatin binding analysis and 500ms exposure and 500ms

acquisition time with laser power of 0.16mW for survival distribution analysis. For the array experiments (Figures 2F–2H), the imaging

conditions were 10ms exposure with sequential acquisition of GFP (for NF-1) and JF549 (for GR-halo) channels, giving a 252ms

acquisition time due to limitations in the speed of the AOTF.

Image acquisition by Airyscan
Single plane images were acquired on a Zeiss LSM 880 point scanning confocal microscope using the Airyscan detector, a 100x

Plan-Apochromat 1.4NA DIC oil immersion objective (Zeiss) and 488 nm and 561 nm laser lines. The Zeiss Zen 2.3 (black edition)

software was used to control the microscope, adjust spectral detection for the emission of EGFP and JF549-HaloTag fluorophores

and for processing of the Airyscan raw images. Zeiss Definite Focus was used at each time point for time-lapse imaging.

Single-molecule tracking analysis
We used the custom-made software TrackRecord (Mazza et al., 2013) in MATLAB (The MathWorks, Inc., Natick, MA). Briefly, to

analyze each time series, data were filtered using top-hat, Wiener, and Gaussian filters. A region of interest (ROI) was defined to

encompass the nucleus (and the array using the GFP-NF1 fluorescence when necessary), then particles were detected, fitted to

two dimensional Gaussian function for subpixel localization, and finally tracked using a nearest neighbor algorithm (Presman

et al., 2017). The tracking parameters were as follows: window size for particle detection 7 pixels, maximum frame to frame displace-

ment of 6 pixels, shortest track 2 frames, and gaps to close 1.

The average single molecule localization precision (SMLP) was estimated as sSMLP = ðsPSF =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NPhotons

p Þ, where sPSF corresponds to

the standard deviation of the 2DGaussian used for particle localization,NPhotons the number of photons and C D indicates the ensemble

average over all the detected particles in an experiment. The number of photons were estimated by converting the gray values (cam-

era offset corrected) to electrons by using the conversion gain of the camera adjusted and quantum efficiency (QE) for digital gain as

indicated by the manufacturer. The average localization precision for 12ms exposure – 12ms interval experiments is 23.8 nm and for

10ms exposure – 200ms interval experiments is 31.7 nm. The higher localization precision in the 12ms experiments is due to signif-

icantly higher laser power used.
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Tracks were classified into distinct diffusive states using perturbation-Expectation Maximization [pEM v2, (Koo and Mochrie,

2016)]. Prior assumptions on the type of diffusion of the tracked particles are not needed with pEM and the number of diffusive states

can be deduced from the analysis. pEM analysis requires all analyzed tracks to be of the same length. Tracks were split into 7 frame

segments and the pEM classification analysis was performed on the set of all these track segments. For instance, a track of length 30

is segmented into 4 subtracks of length 7. Short tracks minimize the probability of transitions between diffusive states on the same

tracks. To confirm the results, pEM analysis was also performed on tracks split into 15 or 30 frame segments. The minimum number

of states for the system to converge to was set at 2 and themaximum at 7. If the optimal number of states that the analysis converged

to was 7, the algorithm was rerun with a higher number of maximum states. The number of reinitializations was set to 30 with 50

perturbation trials. The maximum number of iterations was 10000 with a convergence criterion for the change of log-likelihood of

10–7. The number of features for the covariance matrix was set to 5 for tracks of length 7 or 15 and 3 for tracks of length 30. Motion

blur coefficient was calculated as ð1 =6ÞðDe =DtÞ, where De corresponds to the exposure time and Dt the acquisition interval.

Mean Squared Displacement calculation (MSD)
Ensemble MSD was calculated using custom scripts and routines previously published (Tarantino et al., 2014). All the calculations

assume that the stochastic process of TFs diffusing in the nucleus or interacting with chromatin is wide sense stationary. SMT ex-

periments provide us with tracks that can be described as a series of positions f r
!
iðtÞg, acquired every Dt sec. For any stationary

stochastic process, the MSD of a trajectory i at time lag t can be calculated as:

MSDi tð Þ= 1

N

X
n

ri
!

nDt + tð Þ � ri
!

nDtð Þ�2
h

After pEM classification, states with a population fraction less than 5% are removed. For a particular state i, let us define the set Ih
fkjPkðiÞR0:6gwhere k is a track of length 7 and PkðiÞ corresponds to the probability of k to belong to the state i. If the population of a

set I (i.e., the ratio of the number of tracks assigned to state I to the total number of tracks) is less than 0.05, the set I is removed. The

ensemble average MSD for a particular state i is given by:

eMSDiðtÞ =
P

j˛IMSDjðtÞ
jIj

where jIj is the number of tracks assigned to state I. In other words, after tracks of length 7 (or 15) are classified into different diffusive

states, the ensemble average MSD is calculated for each particular diffusive state from tracks of length 7 (or 15) that have a posterior

probability higher than 0.6 of belonging to that particular state.

Alternately, we can also calculate theweighted ensemble averagedMSD for a particular state by using the posterior probability of a

track to belong to a state I as the weight function:

WMSDi tð Þ=
PN

j = 1P ið Þ$MSDj tð Þ
N

Where WMSDiðtÞ is the weighted ensemble average MSD for state i, and N is the total number of tracks.

Standard error was calculated as sw=
ffiffiffiffiffi
Nf

p
, where sw corresponds to theweighted standard deviation andNf the number of degrees

of freedom in the weighted mean. Weights correspond to the number of points averaged to generate the mean square displacement

value at the given time lag.

Sample tracks for illustration were selected as follows: sets composed of all tracks from the different diffusive states with a pos-

terior probability larger than 0.9 were generated. For low-mobility tracks, tracks were selected randomly in a 2 mmX 2 mmwindow for

illustration. For high-mobility states, a 4.8 mm X 4.8 mm window was selected instead.

Diffusion coefficients were estimated from tracks with a posterior probability larger than 0.6 to belong to the particular diffusive

state for the 12ms acquisition interval experiments. The estimation was done from the variance of the instantaneous velocity vector

v by v2 = 4D=Dt, D corresponds to the diffusion coefficient and Dt the acquisition interval (Qian et al., 1991).

Survival distribution calculation
Survival distributionswere calculated fromparticle tracks as in (Garcia et al., 2020) using theKaplan-Meier estimate. The 95%confidence

intervalwasestimatedusingGreenwood’sFormula.HaloTag-H2Bdatawasacquiredwith identical imagingconditionsas the transcription

factors for the different acquisition conditions. The survival distributionof thiswas fitted to a double and triple exponentialmodel to extract

the photobleaching rate, andmodel selectionwasused todetermine the best predictivemodel (See Fitting andmodel selection). The sur-

vival distribution of the different transcription factorswas corrected for photobleaching as follows (SðtÞ= egtSEðtÞ, whereS(t) corresponds
to the survival distribution after photobleaching correction, SEðtÞ the empirical survival distribution and g the photobleaching rate).

Weighted survival distribution calculation
For the diffusivity analysis, we divide every track into subtracks of length 7 frames. These subtracks are then classified into different

diffusive states using pEM and states that are not representative are removed as explained above. Suppose a track k is divided into n
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subtracks of length 7. After the pEM analysis, each subtrack i is assigned a posterior probability Pi
kðjÞ to belong to a diffusive state j.

Here, i˛f1; 2;.;ng;j˛f1; 2;.;mg, wherem is the number of diffusive states to which pEM converges. From this state assignment, we

would like to calculate the survival distribution of a particular diffusive state. To do so, we first calculate a posterior probability for the

reconstructed track k:

PkðjÞ =
P

iP
i
kðjÞP

i;jP
i
kðjÞ

We will use these probabilities to calculate a weight function for each bin of the dwell time histogram. All the dwell times can be

distributed into N bins such that each binUi contains ni tracks. Mathematically, Uihft˛Rjði � 1ÞDt%t < iDtg, where Dt is the acqui-

sition interval.

We can define a weight function Wj
i for each of the bins i, per state j as

Wj
i =

Xni
k = 1

PkðjÞ

Previously survival distributions were calculated by assigning a unit weight to each observed bound track. Instead, we can define the

statistic

bpj

i =
Wj

i

n

as the unbiased estimator (i.e., E½pj
i�= bpj

i) of the weighted survival distribution.

Let PkðjÞ be the probability assigned to a track k as defined previously. The proportion ðMðiÞÞ of a particular diffusive state i is

given by:

MðiÞ =
P

kPkðiÞP
i

P
kPkðiÞ

Fitting and model selection
All fits performed to the data were implemented with the nonlinear least square method using bisquare weights due to the noise on

the tail of the survival distribution.

Graphical inspection was used to qualitatively determine if a straight line was observed formultiple decades in the case of a power-

law fit in a log-log plot. Three different metrics were used to determine the difference between exponential models and power-law

models. The firstmetric corresponds to Bayesian information criterion (BIC) using the probability distribution function (PDF) corrected

for photobleaching as the likelihood function. The PDF was normalized between the minimum and maximum observation range of

TFs dwell time (BIC1). BIC is a criterion for model selection that penalizes for model complexity (number of free parameters in the

model). BIC1 is given by (James et al., 2017):

BIC1ðMÞ = klnðnÞ � 2ln
�
P
�
Djbq;M��

whereM corresponds to the model (Power Law, Double Exponential and Triple Exponential), k corresponds to the number of param-

eters of the model, bq corresponds to the model parameters found by fitting, D the observed data and n the number of observations.

Pðxjbq;MÞ corresponds to the realization probability of x given themodel PDF with parameters bq. For SMT,D is the set of independent

and identically distributed discrete experimental events and PðDjbq;MÞ is calculated as follows:

P
�
Djbq;M�

=
Y
x˛D

Zx + dt
2

x�dt
2

P
�
xjbq;M�

dx

Where Pðxjbq;MÞ corresponds to the PDF of the model after photobleaching correction. For instance, the double exponential PDF is

given by:

p
�
xjbq = ða;bÞ;MDE

�
= C

�
f1gae

�ðg+aÞt + ð1� f1Þgae�ðg+aÞt�
where a; b are the exponential parameters, g the photobleaching rate and C a normalization constant.

The second metric, the evidence in decibels (Db) for a particular model given the observed data and priors, was calculated to

compare the alternative models explored. The evidence measures the probability of a particular model being the best predicting

model in comparison with all the other models. For instance, for the power law model (MPL) the evidence versus the double expo-

nential model ðMDEÞ is given by (Jaynes and Bretthorst, 2019):
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E
�
MPL

��D; bq;A� = EðMPLjA
�
+ 10log 10

2
4P

�
D
��MPL; bq�

P
�
DjMDE ; bq�

3
5

E MPLjAð Þ= 10log10

P MPLjAð Þ
P MDE jAð Þ

� 	

where A corresponds to the priors; P,D and bq as defined for BIC1. Uniform priors were used throughout the model comparison and

therefore EðMPLjAÞ is set to 0. For instance, an evidence of 30 Db corresponds to a probability higher than 0.999 that the power law

model better describes the data in comparison with the alternative models tested. If the evidence was not high enough to reach a

conclusion between the different models, more data was acquired until the evidence reached a satisfactory value.

A final metric using BIC and the residual sum of squares (RSS) as a likelihood function was used (BIC2). For each functional model f,

BIC2 was calculated as:

BIC2ðMÞ = klogðNÞ+Nlog

�
RSS

N

	

where k corresponds to the number of parameters estimated and N the number of observations in the survival distribution (James

et al., 2017).

Delta-BIC1 (Delta-BIC2) is defined as the difference between BIC1 (BIC2) calculated for double exponential and power-law (Del-

taBIC1 = BIC1(DE)-BIC1(PL)). A negative value indicates that the double exponential model is a better model for the data in compar-

ison to the power-lawmodel, while a positive value indicates that a power-law better describes the data. A negative value of evidence

(as calculated above) corresponds to a higher probability for a double exponential model being the best model for the data compared

to the power-lawmodel. Table 1 shows the values of the evidence and Delta-BIC1 and Delta-BIC2 for fitting comparison between the

power law and double-exponential models for all the different experimental conditions.

GR chromatin immunoprecipitation (ChIP) and ChIP-seq
GFP-GR wild-type and mutant expressing cells were left untreated or treated with 100 nM of Dex (Sigma) for 1 h. For ChIP, after

cross-linking with 1% paraformaldehyde (5 min) and cell collection the chromatin was sonicated (Bioruptor, Diagenode) to an

average DNA length of 200–500 bp. For immunoprecipitation, 600 mg of chromatin was incubated with anti-GFP antibody (Abcam

#ab290) coupled onto Protein A/G magnetic beads (Millipore) with rotation overnight at 4�C. After stringent washes, the antibody-

bound chromatin fragments’ cross-linking was reversed, and the remaining proteins digested. Immunoprecipitated DNA was ex-

tracted from the samples with phenol-chloroform-isoamyl alcohol and ethanol precipitation. ChIP-seq libraries were generated using

Illumina TruSeq Chip Sample Prep Kit (Illumina # IP-202-1012) according to manufacturer’s instructions.

ChIP-sequencing data analyses
Two biological duplicate ChIP samples each for GRC428G and GR407C cell lines were sequenced using Illumina NextSeq 500 with

single-end reads. The data were aligned to themouse referencemm10 genome using Bowtie2 (Langmead and Salzberg, 2012). Sub-

sequent downstream analysis was performed using HOMER (Heinz et al., 2010). Replicate datasets were merged and peaks in each

dataset were called using findPeaks with style factor for TF, FDR 0.001, 4-fold enrichment of normalized reads to the control and 4-

fold enrichment over local background; however, individual replicates correlated well with each other for all called peaks (Table S1).

The mergepeaks command was used to determine the shared/unique peaks from the GRwt and GR407C. Data matrices for heat-

maps/aggregate plots for the ChIP-seq and the ATAC-seq (Paakinaho et al., 2019) were generated using the annotatePeaks.pl com-

mand with a 20bp sampling window.

QUANTIFICATION AND STATISTICAL ANALYSIS

For statistical analysis, all measured quantities are reported as ensemble averages with standard error and number of observations.

At least three biological replicates of SMT experiments were performed for each condition. Two sample K-S tests on the survival dis-

tribution were performed between replicates to confirm statistical reproducibility. At least 20 cells were imaged per SMT replicate for

each condition for slow acquisition intervals (200 ms and 500 ms) and 60-100 cells were imaged for fast acquisition intervals (12 ms).

The exact number of tracks and cells are specified in figure legends.
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